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Abstract The traditional approach to modeling of internet
worm propagation is to adopt a mathematical model, usually
inspired by modeling of the spread of infectious diseases,
describing the expected number of hosts infected as a func-
tion of the time since the start of infection. The predictions of
such a model are then used to evaluate, improve, or develop
defense and containment strategies against worms. However,
a proper and complete understanding of worm propagation
goes well beyond the mathematical formula given by the
chosen model for the expected number of hosts infected
at a given time. Thus, questions such as fitting the model,
assessing the extent to which a specific realization of a worm
spread may differ from the model’s predictions, behavior of
the time points at which infections occur, and the estimation
and effects of misspecification of model’s parameters must
also be considered. In this paper, we address such questions
for the well-known random constant spread (RCS) model
of worm propagation. We first generalize the RCS model to
our nonhomogeneous random scanning (NHRS) model. The
NHRS model allows the worm’s contact rate to vary during
worm propagation and it thus captures far more situations of
interest than the RCS model which assumes a scanning rate
constant in time. We consider the problem of fitting these
models to empirical data and give a simulation procedure for
a RCS epidemic. We also show how to obtain a confidence
interval for the unknown contact rate in the RCS model. In
addition, the use of prior information about the contact rate
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is discussed. The results and methodologies of this paper
illuminate the structure and application of NHRS and RCS
models of worm propagation.

1 Introduction

Internet worms such as Code Red, Nimda, Slammer, and
Blaster have dramatically exposed the vulnerability of the
Internet to malicious programs that self-propagate by exploit-
ing software errors and other security faults. The recent trend
in malware towards bots and botnets has not, by any means,
eliminated the challenge of worms. In fact, as noted in Lee
et al. [6], botnets can provide a platform for simultaneous
launching of worms from distributed networks of bots. Such
an instantaneous attack necessarily shortens the window of
time in which the network administrators must implement
the necessary countermeasures. Apparently, the art and sci-
ence of defense and containment methodologies against such
worms is lagging behind. The development of countermea-
sures depends, among other things, on the worm’s function
structure, its execution mechanism, scanning strategies, and
propagation modeling (see [11] for a brief survey). The tra-
ditional approach to modeling of internet worm propagation
is to choose a mathematical model describing relationships
of interest, such as the expected number of hosts infected as
a function of the time since the start of infection. The pre-
dictions of such a model are then used in evaluating defense
and containment strategies against worms. Thus, mathemat-
ical models of worm propagation play an important role
and it is necessary to understand their limitations, structure,
ramifications, and how they are applied to specific situa-
tions. Some important questions in this regard are estimation
of the unknown parameters of a worm propagation model,
simulation of various realizations to assess deviations from
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predicted behavior, and sensitivity of the model to misspeci-
fications of parametric values. The objective of this paper
is to study selected such aspects of the well-known ran-
dom constant spread (RCS) model of worm propagation and
its generalization to a model allowing for nonhomogeneous
contact rates.

In order to evaluate, improve, and develop effective
defense and containment strategies against such worms it
is necessary to understand how various worms propagate.

Although models for the spread of computer virus were
already considered in [4,5], it was the Code Red worm of
July, 2001 which led to wide interest in modeling of internet
worm propagation [9]. Staniford et al. [13] used empirical
data derived from the outbreak of the Code Red worm to
develop their RCS model. It describes the cumulative num-
ber of hosts infected, as a function of the time since the start of
the worm epidemic, in the absence of any measures to counter
the epidemic. It is useful in predicting the propagation pat-
tern of new worms. This model has become a benchmark
and a source of extensions, generalizations, and refinements.
A key assumption in this model is that the rate at which an
infected host chooses new victims is constant in time. This,
of course, is a simplification which ignores that most hosts
have different bandwidths available for scanning and differ-
ent scanning computing power. Moreover, large scale worm
propagation causes network congestion resulting in actually
slowing down the worm’s contact rate after a certain thresh-
old. The constant scanning rate in a RCS model is thus merely
an average which has obvious limitations in describing the
evolution of infection in time. We, therefore, develop a gen-
eralization of the RCS model in which the worm’s scanning
rate is not constant but varies with time. This improvement,
which we call the nonhomogeneous random scanning model
(NHRS)), is presented in Sect. 2.

In Sect. 2, we also show how to fit our NHRS model using
minimal empirical data. We also give a procedure based on
linear regression, to estimate the contact rate of a RCS worm
and assess the goodness-of-fit of the RCS model. The gen-
eral approach to worm propagation models in the literature
is to consider the number of infected hosts as a deterministic
function of the time since the start of the epidemic. While
this approach does give the expected number of infected
hosts, it fails to explain the probabilistic structure underlying
worm propagation. The importance of fully understanding
the probabilistic regime of worm behavior has not been prop-
erly appreciated in the literature although Nicol [10] made a
strong case for studying the impact of stochastic variance on
worm propagation and detection. As noted in Nicol [10], the
regime of worm behavior affects simulation-based studies of
worm detection/defense mechanisms. The complete probabi-
listic description of worm propagation requires specification
of the probability distribution of the sequence of successive
infection times. Indeed, this is our approach in Sect.3. It
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enables us to fully explain the probabilistic regime of worm
propagation for NHRS and RCS models. Our results in Sect. 3
provide the basis for a sound probabilistic procedure for sim-
ulating a RCS epidemic. This procedure, included in Sect.3
itself, enables us to simulate worm propagation in order to see
the extent to which a specific realization may differ from the
prediction of the RCS model. Such simulations are impor-
tant for quantitative assessment of effectiveness of detection
mechanisms and countermeasures.

The constant contact rate assumed in the RCS model is
generally unknown. In addition to the linear regression based
method of Sect.3, we give a confidence interval for the
contact rate in Sect.4. The data required for this confidence
interval is merely the number of hosts infected during an
observation period. Since the exact value of the contact rate is
unknown, it is important to be able to assess the sensitivity of
the predictions made by the RCS model. We address this issue
in Sect.4 by deriving the expected number of hosts infected
during any specified time by adopting a Bayesian approach.
We conclude with a brief description of future work on an
extension of the NHRS model to include possible recovery,
patching and immunization of systems.

2 RCS model and its nonhomogeneous improvement
NHRS model

Creating workable models of worm propagation is necessary
for several reasons. They allow us to learn form previous
worm incidents and to possibly predict the behavior of future
worms. They help to develop and test containment, disin-
fection, and patching strategies without actually developing
and releasing computer worms. Moreover, worm propaga-
tion models appear to be the sole means for predicting the
extent of failure and damage a worm may cause to the Inter-
net. This prediction is particularly important for the early
phase of worm propagation. In the early phase, the necessary
defenses may not be in place which it may be crucial to pre-
vent the worm from spreading into critical parts of networks.

A crucial factor in the propagation of a worm is its spread
algorithm. The most popular spread algorithm is random
scanning in which the worm picks an IP address at random,
attempts to establish contact and infect it. The Code Red
worm employs random scanning. Staniford et al. [13] devel-
oped their RCS model to describe the propagation of CRv2,
the second version of the Code Red worm, which attacked
the Internet on July 19, 2001.

2.1 Extending the RCS model to allow time-dependent
contact rate

The RCS model assumes that: (a) the total number of vulnera-
ble hosts which can be potentially compromised is a constant
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N, (b) the Internet topology can be considered as an unidi-
rected complete graph, (c) the number of vulnerable hosts
that an infected host can compromise per unit of time is a
constant §, (d) an infected host picks other hosts to attack
completely at random, and (e) a host cannot be compromised
multiple times. The assumption (a) implies that countermea-
sures such as patching, disconnecting servers or restricting
access are ignored. While unrealistic in general, this may
well be reasonable in the early phase of the propagation of
a new worm for which the necessary defenses may not be in
place. Assumption (b), though not really true, is not a seri-
ous limitation and lack of complete connectivity does not
fundamentally alter the conclusions of the RCS model. The
assumption (c) ignores differences in network connection,
bandwidth, and processor speeds.
The RCS model consists of the differential equation

%a(t) = Ba(){l —a@®)} D

where a(t) denotes the proportion of vulnerable hosts
infected during the time period [0, ¢] with ¢ = 0 as the instant
of infection of the first host(s) infected and § is the constant
contact rate. If a(0) = Iy/N, where Iy > 1, the (1) has the
solution

1
“O = T oD @
where Y = (N — Ip)/Io.

Staniford et al. [13] fitted the RCS model to the total num-
ber of inbound scans seen during [0,7], 0 < ¢ < 16, ¢ in
hours, on port 80 at the Chemical Abstracts Service during
the initial outbreak of CRv2 on July 19, 2001. The contact
rate 8 depends on the worm’s probe rate and its target acqui-
sition function. The solution of (1) given by (2) requires the
assumption that g is constant in time. However, large scale
worm propagation causes network congestion affecting the
availability of bandwidth [2,3]. Such bandwidth limitations
or human reaction actually slows down the worm’s scanning
process. To model this phenomenon, a constant value of § is
clearly inappropriate; a more realistic assumption, for exam-
ple, might be to take § as a decreasing function of the number
of hosts infected by time 7. In any case, the assumption that
B is constant in time merely assigns an average value to f
which cannot convey the extent and nature of variability in
time.

We, therefore, propose a generalization of the RCS model
by allowing B to depend on time ¢. This generalization, given
in Proposition 1 below, will be called the NHRS model. We
will take the number of hosts infected during [0, ¢] as a
random variable X (¢) rather than the deterministic function
Na(t). Although the deterministic function Na(t) can itself
be interpreted as the expected value of X (¢), our approach
has two advantages: (1) it makes the underlying probabilistic

assumptions fully transparent, and (2) enables the deriva-
tion of some useful probability distributions in Sects.3 and
4. In keeping with the terminology now commonly used in
the worm propagation literature, we will refer to hosts vul-
nerable to be infected by a worm as susceptible hosts. The
following proposition describes our NHRS model.

Proposition 1 Given a set of N hosts, let 1(t) = E{X(t)}
where X (t) is the number of hosts infected during the time
period [0, 1], t > 0. Suppose that (1) a host once infected
becomes infectious (i.e., capable of causing infection) and
remains so, (i) a susceptible host becomes infected if and
only if it comes into contact with an infectious host, (iii)
p(t,t + At) is the probability that a given susceptible host
is contacted by a given infectious host during the infinitesi-
mal time period (t,t + At], (iv) this probability is the same
for each pairing of susceptible hosts with infected hosts, and
(v) all contacts between susceptible and infectious hosts are
independent.

If
p(t, 1+ Ar) = {B(t)/N}Ar + o(Ar) 3)
then

(A)
dlt— tlt[l—l(t)] t 0 4
E()_ﬂ()() [ =Y 4
which has the solution

(B)

N

1(t) >0, ©)

Tty ep(— [l pwdn)’
where Y = NI;OIO with 1o = 1(0).

Proof In order to prove (A), we must calculate 7 (# + At) —
I(t). This is the expected increase in the number of infected
hosts during (¢,  + At]. It represents the expected number of
infections (among the N — X (¢) hosts susceptible at time )
during (¢, t + At] generated by the 7 (¢) hosts who are infec-
tious at time ¢. Therefore,

N—=X(r)
[t+AD) -1 =E{ > C 6)
i=1
where
1, if the i th susceptible host is contacted by
C; = at least one infectious host during (¢, t + At]

0, otherwise.
In view of the assumptions made above,

I(t+ A1) — (1) = LE{N — X (1)}
= MN = 1(1)} (N
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where A depends on ¢ and At, and, for each i

A=EC)=PCCi =1

N
=> PG = 1X() =) P(X(1) = n).
n=0

Now, foralln > 1,
PCi=1Xt)=n)=1—-P(C; =0|X()=n)
= 1 — P(the ith susceptible in not contacted by
any of the » infectious hosts during (¢, t + At])

n
=1- H P (the ith susceptible in not contacted by
j=l1
the jth infectious host during (¢,  + At])
=1—{1—p@,t+ Ap}'

n

—1 —%(Z)(—l)k{p(t,t—l—At)}k 8)
Since
p(t, t+ At) = {B(t)/N}At + o(A1),
we have
{p(t.1 + A = o(Ar) )

for all k > 2. Therefore, the last sum above reduces to
np(t,t + At) + o(At)

so that, for alln > 1,

P(Ci =1|X@®) =n) =np(t,t + At) + o(At). (10)
Since it is trivial that

P(Ci =11X(1) =0) =0,

we get
N
b= (np(t.t + At) + o(AD}P(X (1) = n)
n=0
N
= p(t,t+ A1) D nP(X(t) =n) + o(A1)
n=0

= p(t,t + ADE{X ()} + o(At)
= p(t,t+ At)I(t) + o(At)

= [(%) At + o(At)] 1(t) + o(Ar)
_ [@] ()AL + o(AD) (11
N
Therefore,
I+ A)—1(1)  MN—-1@®)}
At - At
_[B® o(A1)
= [T} I(HOH{N — 1)} + A7
(12)
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Taking the limit as Az — 0 and noting that
o(At)
im =
At—0 At
we get

0, (13)
d — [p®) ~
z“’)—[ N ]Imw 1))

_ IRI0)
—ﬂ(t)l(t)[l N ]

which proves claim (A) of the proposition.
To prove (B), we first observe that the substitution / (1) =
1/y(t) transforms the (4) to

d
77O+ By = A/N)BQ). (14)

Writing
t

B(1) =/,B(u)du
0

and multiplying both sides of the above equation by A(t) =
exp{B(t)}, we get

d
[Ey(t)] AN +BOA@D)y() = (I/N)BMA@).  (15)
Since
iA(t) =BMAQ)
o =B :
we have
d d
[EY(t)A(t)] = (1/N)ZAU) (16)
Integrating (with respect to ) over the interval [0, v] gives

yA®@) = y(0)A0) = (I/N){A(v) — A(0)}

or,

1
yW)A@) — o= (/N){A() — 1}

or,
N + [ B —1
y) exp(B)) = 0{6’35(1 @) — 1) (17)
0
Hence,
N Iy exp{B(v))
I1(v) =
N+ Iofexp(B(w) — 1)
_ N
~ (N/Ip)exp{—B(v)} + 1 — exp{—B(v)}
N
= 15 ((V/1o) - [ exp(—B®)
N

1+ ¢ exp{— [y B()dt} (18)

where v = (N — Ip)/Io. This completes the proof of part
(B) of the proposition. O
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If 1 (), the expected number of hosts infected during [0, 7],
is as given by the above proposition then we will say that we
have a NHRS model with contact function (). Our NHRS
model reduces to the RCS model if g(¢) = B for all + > 0.
A general class of non-constant contact functions is defined
by

B(t) = KpKik-! (19)

where  and K are positive constants. The function B(¢) is
decreasing (int > 0)if 0 < K < 1, constant if K = 1,
and increasing if K > 1 . For this choice of B(¢), the NHRS
model reduces to
N

1+ ¢ exp{—=(BDK}
Figure 1 gives a sketch of this 7(#) when N = 360,000,
Iy = 1,780, B = 0.8, and K = 2. The other curve in Fig. 1
corresponds to the RCS model with the same values of N,
Iy, and B.

It may be noted here that the model derived in Proposi-
tion 1 does not allow the so-called local preference scanning
[15]. Local preference scanning is a strategy in which an
infected host scans IP addresses close to its own address
with a higher probability than other IP addresses. However,
the assumption (iv) of Proposition 1, namely that p(z, 7 +
At) is the same for each pairing of susceptible hosts with
infected hosts, rules out local preference scanning. As seen
in the proof of Proposition 1, this assumption, as well as the
other assumptions of Proposition 1, are essential for the appli-
cability of the NHRS model. The flexibility of choosing a
time-dependent contact function does not translate into spa-
tial preference in scanning.

The rest of this paper provides a rigorous development
of further foundational aspects of the NHRS model and its

1(t) =

(20)

x10°
4

35F 3,

251 /

I(t)
— © —RCS model |

151 /

051 g

0 5 10 15 20 25
Time: t

Fig. 1 Expected number of hosts infected against time since start of
epidemic

special case of the RCS model. Clearly, the NHRS model is
only one of the many possible generalizations of the RCS
model. Several generalizations of the RCS model are avail-
able in the literature even though their discussions have not
been concerned with questions of the kind we deal with in
this paper. Motivated by the classical Kermack-Mckendrick
model of theory of epidemics, Zou et al. [14] proposed an
internet worm model called the two-factor worm model. This
model takes into account the measures to counter the spread
of randomly scanning worms through removal of infectious
and susceptible hosts. Serazzi and Zanero [12] proposed a
compartment-based model based on the macro view of the
Internet as the interconnection of a number of Autonomous
Systems (AS). It models the behavior of the worm in the intra-
AS propagation while assuming that the inter-AS spread fol-
low RCS models. Chen et al. [1] developed an active worm
propagation (AAWP) model which improves on the classical
Kephart—White epidemiological model of computer viruses.
This model assumes random scanning, treats time as discrete
and employs continuous state deterministic approximation.
We refer to [1,12,14] for additional details about these three
generalizations of the RCS model. Without going into further
details, we note that the classical epidemiological models for
disease progression provide many possible ways of modeling
worm propagation.

2.2 Fitting the nonhomogeneous random scanning model

If we introduce the function
'
u(r) = (1/t)/ﬁ(u)du t >0,
0

then the NHRS formula (4) can be written as

N
1+ ¢ exp{—tpu(t)}’

The function w(¢) can be interpreted as the average contact
rate over the interval [0, ¢]. If N, the total number of hosts
in the network under consideration, and Iy, the number of
hosts infected at the beginning of the worm epidemic, are
known then fitting the NHRS model amounts to estimating
the average contact rate function w(¢). For this purpose, we
propose the approach given below.

It will be assumed that the available data consists of N,
Iy, and n pairs (¢;, X (¢;)) where X (#;) denotes the observed
number of hosts infected during [0,#], 0 < #; < 1 <

- < t,. As we will see in an illustrative example later, n
need not be large although a large value of n would give a
better estimate of the average contact rate function p(f).
Since I(t) = E{X (1)}, we will take [(#;) = X(z) as out
estimate of 1(#;),i = 1, 2, ..., n. Our fitting procedure is as
follows:

I1(t) =

2n
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Step 1. Foreachi = 1,2, ..., n, compute

1 N — Il (&
Wi = (—) In (—AO)(l) . (22)
li (N — 1) o
Step 2. Obtain a smooth function ft(z) which passes
through the points (#;, i), i = 1,2,...,n;1.e.,

ati) = wi,

and take [i(¢) as an estimate of the average contact rate func-
tion w(t). Estimate 7 (¢)

N
1+ exp(—1A(0)

The curve [ (t) is then the NHRS fit to the observed data
(t;, X(@),i=1,2,...,n.

The crucial step in the above procedure is, of course,
the smoothing part of step2. Piecewise polynomial functions
such as splines are popular choices for such smooth functions.
The MATLAB function pchip finds a piecewise cubic Her-
mite interpolating polynomial which preserves the shape and
monotonicity of the underlying data. The following example
illustrates how our procedure can be applied in practice.

I(1) = (23)

Example 1 We will use the data on the CRv2 epidemic given
in [7,8]. Figure?2 (taken from [7]) shows the number of dis-
tinct IP addresses infected (during the stated 24 h time span)
as found on merging three network telescope datasets.
According to this figure, more than 359,000 unique IP
addresses were detected as victims of CRv2 during the time
period = 0 to r = 24. Here, ¢ is in hours and ¢t = 0 corre-
sponds to midnight (UTC) of July 19, 2001.

For purpose of illustration, we will ignore the detailed
information given by Fig. 2 and use instead the approximate
numbers given in Table 1. We have obtained these numbers

400000

350000 [

300000 [

250000 +

200000 +

infected hosts

150000 -

100000 -

50000 [

0 .
00:00 04:00 08:00

I I I I
12:.00 16:00 20:00 00:00 04:00
0719 07/20

time (UTC)

Fig. 2 Number of unique IP addresses infected by CRv2 on July 19,
2001 [From [7]]
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Fig. 3 Fit of NHRS model to the data of Table 1

Table 1 Estimated number of unique IP addresses infected

Row t Number of hosts infected during [0, 7]
1 0.0 1,780
2 9.7 7,140
3 11.0 32,140
4 12.4 207,150
5 14.6 292,850
6 17.0 328,570
7 20.0 357,000
8 24.0 360,000

by visual examination of Fig.2 and make no claims of
accuracy.

Our procedure gives Fig.3 as the fit of the NHRS model
to the data of Table 1. We used the pchip interpolation func-
tion of MATLAB to find the smooth function of step 2 of our
procedure. The validity and potential of our approach are
clear.

2.3 Fitting the RCS model

The RCS model given in (2) is even easier to fit because it
assumes that the contact rate does not change with time. Let

s _m( N _
Y; _1n(1(t) 1). (24)

Then, the RCS model holds with constant contact rate 8 if,
and only if,

Y =Iny — Bt
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where ¥ = (N — Ip)/Ip. Writing

N
Y, =n (_ - 1)
X (1)

and noting that X () is an estimate of / (¢) suggests that
Yi=Iny — ft+¢ (25)

where € measures the random error. It follows that linear
regression or al least some parts of it can be applied here. In
particular, we can use the principle of least squares and those
of its features which do not require random error € to have
normal distribution. Assuming that N is known, and that the
observed data consists of n pairs (¢;, X (#;)), we propose the
following two step procedure for fitting the RCS model and
checking its accuracy.

Step1.Let ¥; =1In (% — 1). Obtain the least-squares
regression line of Y on ¢ from the n pairs (¢, Y;). Take the
slope of this regression line as the estimate of the (constant)
contact rate .

Step 2. Do the usual analysis of residuals to see if the
model is appropriate.

Example 2 Most of the infections described in Fig.2
occurred between 10:00 UTC and 20:00 UTC. It would be
interesting to see if this portion of the CRv2 epidemic could
possibly be explained by the RCS model. If so, the contact
rate B during this period would be estimated by the slope
of the regression line of In((N/X(¢)) — 1) on t. Assuming
N = 360,000, we implemented the proposed procedure for
the data given in rows 2-7 of Table 1. The fitted regression
line has the equation

Y = 10.711 — 0.790¢ (26)

However, the plot of residuals against 7 is found to be cur-
vilinear, indicating that RCS model is not really suitable in
this situation.

3 Structure and simulation of NHRS and RCS models

The complete structure of an epidemic cannot be understood
by looking at the expected number of infected hosts alone.
It is also necessary to understand the behavior of the time
points at which the successive infections occur. For this pur-
pose, we need to know the probability distribution of the time
until infection for a host which was not infected at the start of
the epidemic. This distribution is given below for our NHRS
model and its special case the RCS model.
For convenience in writing, let

t
B(1) =/ﬂ(u)du
0

so that the expected number of hosts infected during [0, 7] in
an NHRS epidemic is given by

N
1+ exp{—B(1)}
where Y = (N — Ip)/Io.

I(t) =

Proposition 2 Ler T denote the time until infection (mea-
sured from t = O: the start of the epidemic) for a host which
was not infected at the start of the epidemic. If the worm
propagation in the network of N hosts follows the NHRS
model

iI(Z) =p)1() [1 - M]
dt N
then

1 — exp{—B(1))
P(T <1t) = 15 v exp—B0)] t >0, 27
where v = (N — ly)/1y and Iy = 1(0) is the number of
hosts infected at t = 0.

Proof For each initially uninfected host i (i = 1,2,...,
N — Ip), let

1, ifhosti gets infected during (O, ¢

0, otherwise.

Then, each C; () has the same probability distribution with
E{C;(t)} = P(Ci(t) = 1)
= P(T <1). (28)

Writing X (¢) to denote the number of hosts infected during
[0, t], we have

N—-1Iy
X0 —lo= D Ci) (29)
i=1
so that
N—1Iy
E{X(0) —Io= Y E{Ci(1)
i=1
= (N — I))P(T <1). (30)
Therefore,
P <n = EXOI Do
N —1I
I —1Io
- N-— Iy

_ (1! N I
= (N - 10) [ 1+ yexp{—B(1)) O]

_ 1 N — Ip — Ioy exp{—B(1)}

- (N - 10) [ 1+ ¢ exp{—B(1)) ]

(! N—Iy—(N—1Io) exp{—B(t))

a (N—Io) { 1+ ¢ exp{—B(1)} }
1 —exp{—B ()}

= TH v e BO)) @1

O
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The probability distribution of 7 in a RCS epidemic is
immediately obtained on putting B(#) = Bt in the above
proposition. The complete structure of the NHRS and RCS
epidemics can now be described. Let L = N — I denote the
number denote the number of hosts which were not infected
at the start of the epidemic. Further, let T, T, ..., Tt be
L mutually independent random variables such that each of
them has the same probability distribution as 7. Suppose
that Ty < T(p) < --- < T{y1, is the ordered (in increasing
magnitude) arrangement of T, 73, ..., 7. Then, Ty is the
time of occurrence (measured from the start of the epidemic)
of the first infection (excluding the ones which happened at
t = 0), and T};) the occurrence time of the ith infection. The
last host to be infected is infected at time point 7). The
importance of this description lies in the fact that later it will
help us to simulate worm propagation.

In the rest of this section we will focus on the RCS model.

3.1 Simulation of a RCS epidemic

It is crucial to be able to simulate worm propagation in order
to see the extent to which a specific realization of an epi-
demic may differ from the predictions of the model. How-
ever, as observed in [10], a comprehensive risk analysis of a
detection/defense strategy needs to consider the probability
distributions governing worm propagation. The impact of the
variability between successive infection times on the variabil-
ity in worm propagation cannot be captured efficiently unless
simulations are explicitly based on the probabilistic regime
underlying worm behavior. With this in view, we propose a
simulation procedure based on the probability distribution
of successive infection times. The following proposition is
important for our simulation procedure for the RCS worm
propagation.

Proposition 3 Let U be a random variable having the uni-

form distribution on the interval (0, 1). Then %ln (11+_1//UU)

has the same probability distribution as T .

Proof Forallt > 0,

B 1-U 1 + v exp(—B1)
1 —exp(=B1)
1+ yexp(—pr)
=P(T =1) (32)

where the second equality holds because P(U < u) = u for
allu € (0, 1). O

We now propose the following procedure for simulating
a RCS epidemic in a network of N hosts of which Iy are
infected at the start of the epidemic at # = 0. It would be suf-
ficient to simulate the times at which the remaining N — Iy
hosts get infected.

@ Springer

Simulation procedure:

Step 1. Draw L = N — Iy numbers randomly (i.e., accord-
ing to the uniform distribution) from the interval (0, 1). Let
Uy, Uy, ..., Uy denote the L numbers drawn.

Step 2. Sort Uy, Uz, ..., U to get Uy, U, .-
with Uy < Upy < --- < Uq.

Step 3. Compute T(;) = /lsln( lr_wUl(][(;) ),i=12,...,L.
Then T(;) is the time point at which infection number i occurs.
The epidemic terminates (with all hosts infected) at time
point T(y).

Step4.Forallt >0andi = 1,2, ..., L; define

SUw

I To=t
Kl(t)_[o, T(l')>l‘

Further, let
X0) =1

L
X(t)=Io+ Y Ki(t), t>0 (33)
i=1

Then, X (¢),t > 0, is the path of the simulated RCS epidemic.

Figures4, 5, 6, and 7 show some realizations of the RCS
epidemic simulated according to the above procedure. In each
case, N, Iy, and B are shown for parametric choices indicated
under the figure. The solid line in each figure is the expected
path predicted by the corresponding RCS model.

To understand the RCS epidemic, we also need the proba-
bility distribution (not just the expected value) of the number
of hosts infected during the time period [0, #]. When the num-
ber of hosts infected at # = 0 (i.e., at the start of the epidemic)
is known, it is sufficient to find the probability distribution of
the number of hosts infected during (0, ¢]. This distribution
is obtained below.

Number of hosts infected

Fig. 4 Simulation of the RCS model for N = 100, Ip = 1,8 =0.8
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Fig. 5 Simulation of the RCS model for N = 100, Ip = 1,8 =1
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Fig. 7 Simulation of the RCS model for N = 10,000, I, = 100,

=08

Proposition 4 Let Y(t) = X(t) — Iy so that Y (t) denotes
the number of hosts infected during (0, t]. If the RCS model
of worm propagation is applicable then, given Iy, Y (t) has
the binomial distribution

PY (1) =y) = (i) GO {1 — G-

wherey =0,1,...,L; L =N — Iy, and

L—exp(—pr)
T+ yexp—p1)
with y = (N — Ip)/Io.

G(t) = 0, (34)

Proof Let T} < T, < --- < T denote the times (mea-
sured from ¢+ = 0: the start of the epidemic) at which the
L = N — Iy initially uninfected hosts become infected. Then,
as seen above, the L random variables T, 7>, ..., T;, behave
as the order statistics of a random sample of size L from a
population with distribution function

1 — exp{—p1}

GU)zP(TSt):WXp{—,Bt} > (35)
It follows that
L
PT=n=3 (5) GOV - Gt
r=i
fori = 1,2,..., L. For convenience in writing, let p =

G(t). Then forn =0,1, ..., L,

PY@)=n)=PX@)=n —PX@)=n+1)
= P(at least n hosts are infected during (0, 7])
— P(at least n+1 hosts are infected during (0, ¢])
=PI <t) = P(Tpy1 =1)

L L
=2, (f) pra=-ptr— 3 (f) pra-pt
r=n r=n+1
L n L—n
= (n)P A=p~7" p=G0. (36)

O
4 Confidence interval for contact rate and impact
of prior distribution on the RCS model
A confidence interval for unknown § can be obtained with
the help of the above proposition. If Y (#p) is the number of

hosts infected during an observation period (0, #p] then an
approximately 100(1 — «)% confidence interval for 8 is

1 1 D 1 1 D
(_ in ( + K”Apl) LR ( + K/prz)) 37)
fo 1 - pi fo 1 —po

@ Springer
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where

P1=p —zaplp(l — p)/LYV2,

P2 = p+zaplp(l — p)/LY/2, 59
s Y (10)

P _L ,

L=N-1Iy ¢ =(N—1Iy/l,

and zy /2 is the 100(1 — («/2))th percentile of the standard
normal distribution.

Even though the actual value of 8 may not be known, there
may be some prior information or judgement about the range
in which 8 may lie. In case such information is available, it
should be used in the study of worm propagation. We show
below the proper approach in such situations.

Suppose the prior information or judgement suggests that
the actual value of g is in the interval [0}, 62] where 61, 6>
are specified. If all values in this interval are deemed equally
credible then this prior information can be described by the
probability density function (pdf)
mm=[55? =P =0 (39)

0, otherwise.

In effect, we then think of the actual value of S as the realized
value of a random variable B whose pdf is the uniform distri-
bution over [0, 6,]. This, of course, is the Bayesian approach
so common in scientific investigations. In the context of the
number of hosts infected during [0, 7] under the RCS model,
the implication is as follows.

Proposition 5 Given a set of N hosts, let X (t) be the number
of hosts infected during the time period [0, t] with X (0) = .
Suppose that (i) the RCS model is applicable but the exact
value of B is unknown, and (ii) the prior distribution for B is
the uniform distribution on [0y, 0;]. Then

N ] (1+1/fexp(—t91))
In{——

E(X()) =N — |—
t(6 — 01) 1 + ¢ exp(—16,)

(40)
Proof Let B be arandom variable having the uniform distri-
bution on [61, 6>]. Then, B has pdf

1
0, — 6,

h(B) = , 01 <B <6

and

E{X()} = E[E{X(1)|B}]
0>

_ / E{X(0)|B = BIh(B)dp

01

@ Springer

0,

N 1
- / . dp
1 4+ Yy exp(—pt) 6, —6;

1

dap

N/ez[l_ ¥ exp(—p1) ] 1
y 1+ vexp(—Bt) | 6 —6
1

0
:N_( N ) _vewpn
62 — 61 1+ ¥ exp(—p1)

01

() ()2
=N — - — (41)
6, — 0y t y

a =1+ yexp(—t6)

where

and
b =14y exp(—tb).

It follows that

E{(X()} =N

3 N In (1 + ¢ exp(—t@l))
t(62 — 61) 1+ v exp(—16>)
O

As an illustration of the importance and implications of
incorporating prior information about S, suppose B is
assumed to be 1 when, in fact, all that can be justified is
that 8 lies somewhere in an interval containing 1. The dotted
curves in Figs.8 and 9 give the expected number of hosts
infected when the prior distribution of g is uniform on the
intervals [0.8, 1.2] and [0.5, 1.5], respectively. In both figures,
N = 100, Ip = 1, and the solid curves gives the expected
number of hosts infected when S actually equalsl.

100 : ; ‘ —
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80 -
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i)
E(X(1)) |

50 /
40t /

30

Expected number of hosts infected

0 2 4 6 8 10 12 14 16 18
Time since the beginning of epidemic

Fig. 8 Prior distribution is uniform on [0.8, 1.2]
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5 Conclusion and future work

First of all, we gave a model for taking into account the fact
that in practice a worm’s scanning rate varies during the dura-
tion of the epidemic. Our NHRS model thus captures a much
larger class of worm propagation than the well-known RCS
model. This generality has been achieved without sacrific-
ing the intrinsic simplicity of the RCS model. The method
given by us to estimate the average contact rate function in
the NHRS model is practical and convenient for fitting the
NHRS model to observed data. We illustrated our method by
fitting NHRS model to the number of distinct IP addresses
infected during the first twenty four hours of the epidemic
caused by version 2 of the Code Red worm. We also gave a
linear regression approach to fitting the RCS model. As seen
in Sect. 2, the CRv2 considered there is perfectly described
by a NHRS model while the RCS model is found to be unsuit-
able. The probability distribution of the time until infection
(for an initially uninfected host) derived for the NHRS model,
in Sect. 3, enabled us to describe the structure of the NHRS
and RCS epidemics in terms of the times at which succes-
sive infections occurred. As a further application, we used
this probability distribution to illustrate simulation of RCS
epidemic. We also gave a confidence interval for the unknown
contact rate of the RCS model. Finally, we demonstrated how
the expected number of infected hosts in a RCS epidemic is
affected if the contact rate is uniformly distributed over a
specified interval. This Bayesian approach enables us to see
the effect of uncertainty about the contact rate on the predic-
tions of the RCS model.

The analysis carried out in this paper illuminated a number
of aspects of random scanning models of worm propagation
and led to several useful procedures. In addition to obtaining
the much more widely applicable NHRS model, we laid bare
the entire probabilistic regime governing RCS epidemics. As

mentioned earlier in Sect.3.1, it is only through the knowl-
edge of the probability distributions underlying model behav-
ior that a comprehensive risk analysis of defense strategies
can be undertaken. It may be added here that the NHRS model
can be extended to describe recovery, patching and immu-
nization of systems. Indeed, we have developed an imper-
fect protection-imperfect recovery (IMP-IMR) model which
takes into account possibilities such as (i) preventive steps,
not necessarily error proof, may be in place, (ii) immunity
obtained by preventive steps may be temporary, and (iii) dis-
infection, recovery action, or some other strategy, not nec-
essarily error-proof, is being used to contain the epidemic.
We are currently investigating the probability distributions
associated with our IMP-IMR model. We believe that anal-
ysis similar to those in the present paper are required for
IMP-IMR as well as other worm propagation models.
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